Math 2102: Worksheet 3

Solutions

Unless otherwise stated in the next exercises V and W are finite-dimensional vector spaces and T €
LV, W).

)

Let p € P(R). Prove that there exists ¢ € P(R) such that 5¢"” + 3¢’ = p.

Solution. Since differentiating lowers the degree of a polynomial by 1, we obtain a linear operator
D : Ppi1(R) — Pp(R) given by D(q) = 5¢" + 3q'. The Fundamental Theorem of Linear Algebra
gives that

n+ 2 = dim Pp4+1(R) = dimnull D + dim range D.

Notice that if D(q) = 0 since degq” < degq’, we have that ¢" = 0 and ¢’ = 0, which implies that
q € Po(R). Thus, dimnull D and we obtain:

dimrange D = n + 1 = dim P, (R).

So D is surjective, which implies that for any p € Pn(R) we have a solution for the equation
D(q) = p.
For the next questions assume that V' and W are finite-dimensional vector spaces and T € L(V, W).

Prove that there are bases By of V' and By of W such that the matrix M(T, By, By) has all
entries zero, except for the k entries in the diagonal where 1 < k < dimrange T

Solution. Let BrangeT = {f1,..., fi} be a basis of range T, which we extend to By : {f1,..., fi, fi+1,---

a basis of W. For each f; € Brange, let v; € V' such that T'(v;) = f;. Notice that {vq,..., v} is
linearly independent. Indeed, if there is a linear combination 22:1 a;v; = 0, then T(z:li:1 a;v;) =
22:1 a;je; = 0, which implies a; = 0 for every i € {1,...,1}.

Consider By = {v1,...v, 0141, ...,0,} an extension of {v1,..., v} to a basis of V. Then we notice
that

1 if1<j<m, andi=j;

0 else

M(Ta BV7 BW)%J = {

Prove that dimrangeT = 1 if and only if there exist a basis of V and W such that with respect to
these bases, all entries of M(T') are 1.

Solution. Assume all the entries of the matrix representing T are 1. Let By = {v1,...,v,}. We
have that T'(v;) is a multiple of T'(v;) for any i = j, so Span{T(v1)} = Span{T'(v1),...,T(v,)}.
Since rangeT = Span{T'(v1),...,T(v,)} we obtain dimrangeT = dim Span{T'(v1)} = 1, since

this it wy + - - - wy, which is non-zero, where By = {w1, ..., wpy}.
Claim: Let {vy,...,v;} be a set of linearly independent vectors. Let w € Span{ve, ..., vt} then
{v1 + w,va,...,v;} is linear independent. Indeed, assume we have a linear combination:
k
ai(vi +w) + Zawi =0 = a1 =0
=2

 fm}



which implies that Z,’f:2 a;v; =0, thus a; = 0 fori > 2. Similarly, {vi+w,...,v—1+w,v,} where
w € Span {v,} is linearly independent.

Now assume that dimrangeT = 1, by the Fundamental Theorem of Linear Algebra we have a
basis {v1,...,vn—1} of nullT, which we extend to {vi,...,v,} a basis of V. Notice that By :=
{v1+ v, ..., Un—1+Vp,vn} is also a basis of V' by the Claim above. Thus, by assumption we have

T(vi +vp) =w

for some non-zero vector w € W for alli € {1,...,n —1}. Let {w,wi,...,wyu_1} be an extension
to a basis of W and consider By = {w — 7" wi +w, ..., w1 4+ w} which is still a basis by
the Claim. Then we claim that

M(T, By, Bw);; =1

forallie{l,...,dimW} and j € {1,...,dimV'}. Indeed, for everyi e {1,...,n — 1}

m—1 m
T(vi—i-vn):w:l'(w—Z)—i-Zl-wi
=1 =2

and similarly T(vy) =w =1-(w— ")+ 37,1 - w,.

Let By be a basis of V. Prove that there exists a basis By of W such that M(T, By, By) has all
entries on the first column 0, except for possibly a 1 in the first row.

Solution. Let By := {ej,ea,...,en} and consider w := T(e1). If w is non-zero we let By =
{w, fa,..., fm}. be an extension to a basis of W, else we let By be an arbitrary basis of W. It is
clear that

1 ifw#0

0 else

M(T) BV7 BW)ll = {
This solves the exercise.

Let By be a basis of W. Prove that there exists a basis By of V such that M(T, By, By) has all
entries on the first row 0, except for possibly a 1 in the first column.

Solution. Let By := {f1, fo,..., fm} if f1 € rangeT we let e; € V such that T(e1) = f1 if
fi1 ¢ range T, then we let e; € V' be any non-zero vector. Consider By = {e1,...,ey} the extension
to a basis of V. It is clear that

1 3 € rangeT’
M(T, By, Bw)1; = { I gL

0 else

Suppose that T : V — V is invertible prove that the following are equivalent:

1) T is invertible.

2) Twi,...,Tv, is a basis of V for every basis vy,...,v, of V.

(
(
(3) Tvy,...,Tv, is a basis of V' for some basis v1,...,v, of V.

Solution. (1) = (2): it is enough to check that {Tvi,...,Tv,} are linearly independent. Let
Yoy aiTv; =0 be a linear combination, let S be the inverse of T, then we have:

S(Z aiTvi) = Z CLZS(T’Ul) == Z a;V; = 0,
1=1 i=1 =1

2



which implies that a; = 0 for every i € {1,...,n}.
(2) = (3): is obvious.

(3) = (1): we define S : V. — V by S(Tv;) := v;. We notice that for any v € V we have
n
v=> ", av; for some a; € F, thus we get:

= S(i a;Tv;) = iaiS(Tw) = iawi = .
i=1 i=1 i=1

Similarly, if we write v =", b;Tv; for some b; € F, we have:

TS(v):TS(Zn:biTvi)— stm = val zn:b,-Tv,-:v.
=1

=1

Let S,T € L(V,W) prove that rangeT = range S if and only if there exist an invertible E € L(V)
such that S =TFE.

Solution. Assume that rangeT = range S. Let {wy,...,w;} be a basis of rangeT = range S. For
each j € {1,...,1} we letv; € V and u; € V such that

T(vj) = wj = S(uy).

Notice that {vy,...,v} and {uy,...,w} are linearly independent subsets of V.. We extend both of
these to {v1,...,vn} and {u,...,uy} bases of V. Notice that T'(v;) = 0 and S(u;) = 0 fori €
{l+1,...,n}, since null T N Span {v;41,...,v,} =nullT and null S N Span {u;41,...,u,} =nullS
by dimension reasons.

Define:
E:V—)V, E(UZ) = V;.

We notice that F : V — V given by F(v;) = u; is an inverse to E. Now we calculate:

S(uy) = {““ Fiethe ol _ ) = T(By)).

0 else

As they agree on a basis, we have S = TE, as desired.

Conversely, assume that S = TE for some invertible E. Given w € range S, then W = S(u) =
T(E(u)), so w € rangeS. Now assume that w € rangeT, then w = T'(u) for some w € U. Let
F :V —V be the inverse of E. Notice that S(F(u)) = T(E(F(u))) = T(u) = w, thus w € range S.

Let S, T € L(V,W) prove that dimnull 7" = dim null S if and only if there exist two invertible linear
maps D € L(V) and E € L(W) such that S = ETD.

Solution. Assume that dimnullT = dimnull S. Let {e1,...,ex} be a basis of nullT. Extend
this to {e1,..., €k, €kt1,...,6n} a basis of V. Let {fi,..., fx} be a basis of nullT. Extend this to

{fla"'afk7fk+17"'afn} a basis OfV

Let By :={Teg4+1,...,Te,} CW and Bs :={Sfk+1,---,Sfa} T W. We claim that By is linearly
independent subsets. Indeed let >0 aZTekH =0bea lmear combination, then T (Y lk aiegri) =
0, which implies that Zi:l aier; € nullT, so Zi:l aierr; = Zi:l bie; for some b; € F, which
implies that a; =0 for alli € {1,...,n — k}. Ezactly the same argument gives that Bg is linearly
independent.



9)

Consider By := {Tekt1,...,Ten,wi,...,wi} be an extension to a basis of W and similarly let
By = {Sfit1,--.,Sfn,wh,...,w,} be an extension to a basis of W.

We now define D : V —V by
D(f;):=e; forie{l,...,n}
and we define E: W — W by
E(Tegyi) = Sfxyi fori € {1,...,n—k} and E(w;) :=w} forie {1,...,k}.
Clearly, we have S(f;) =T(f;) for each i € {1,...,k}, and
S(fiti) = E(Teg+i) = ETD(fy4) fori € {1,...,n —k}.
Thus, S = ETD.

Conversely, assume that there exist two invertible linear maps D € L(V) and E € L(W) such that
S =FETD. We claim that

dimnull ETD = dimnull 7D = dimnull 7" (1)

Indeed, let {eq, ..., ex} be a basis of nullT. We claim that {D te1,..., D e} is a basis of null TD.
Since D™ is invertible it is clear that {D ey, ..., D™ tey} is linearly independent. Letv € null TD,
then D(v) = Zle a;e; for some a; € F, thus v = Zle a;D~(e;). Similarly, we can prove that if
{fi,y--+, fx} is a basis of nullTD then {Efi,...,Efi} is a basis of null ETD. From (1) we obtain
the claim.

(i) For every n > 1, show that V" :=V x --- x V (n times) and L(F", V) are isomorphic.
Solution. Let {eq,...,e,} be the standard basis of F™. Consider the morphism
VX" — L(F™, V)
v=(v1,...,0n) = Ty(e;) == ;.

Notice that T : F* — V is defined by specifying what it does to the basis elements {e;}1<i<n

of F™.
By construction T is linear so we need to show that it is bijective. Assume that T'(v) = T'(w)
then
v; =T(v)(e;) = T(w)(e;) = w; for everyi € {1,...,n},
50V =w.

Let S € L(F™, V), then we consider v := (S(e1),...,S(en)). It is clear that
S(e;) = Ty(e;) for everyi e {1,...,n}
thus T,, = S. This gives that v — T, is surjective.

(ii) How many different isomorphisms are there in (i)?
Solution. Many, we can permute the entries of V™, e.g. consider
VX — L(F™, V)
v=(v1,...,0) = Ty (€:) == Vg4,

where g € Sy,. We can also multiple each of the coordinates by a distinct non-zero scalar, e.g.
for each X :=={A1,..., \n} CF\{0} we can consider:

VX — L(F™, V)
v=(v1,...,00) = Te;) :== Aivi.

Thus, there are at least S, x (F\{0})*™ different isomorphisms.



(iii) (Extra) Let By be a basis of V and B be a basis of F”. Then we can associate to v € V
two objects: a vector M(V, By)(v) € F" and matrix M(L,, B, By) where L, is the linear
operator you matched to v on (i). Is there any relation between these two objects? I.e. can
you obtain one from the other?

10) Let f : V. — W be a function between two vector spaces. Consider graph f := {(v,w) € V x
W | f(v) =w} CV x W. Prove that f is linear if and only if graph f is a subspace of V' x W.

Solution. Assume that f is linear. Consider (v, w), (v',w’) € graph f, i.e. f(v) =w and f(v') =
w'. Then (v,w) + a(v',w') = (v + a'v',w+ aw’) and we have

flo+ad)=flw)+af()=w+aw = (v+adv',w+aw’) € graph f.

Since (0,0) € graph f, we see that graph f is a subspace.

Conversely, if graph f is a subspace, given v,v' € V we have (v, f(v)) € graph f and (av’,af(v')) €
graph f so (v + av’, f(v) + af(v'))) € graph f which gives that

flo+av) = f(v)+af@).

11) Let U = {(x1,22,...) € FY | only finitely many z; # 0}.

(i) Show that U is a subspace of F.

Solution. Notice that (0,0,...,) € U, so U # (.
Let x,y € U, then we have:

z+ay = (1 + ay1,z2 + aya, . . .).

Assume that x; = 0 for i ¢ S, where S C N is finite and y; = 0 for i« ¢ T, where T C N is
also finite. Then it is clear that

x;+ay; =0 fori¢ TUS.

Since T'U S is finite, we have that x 4+ ay € U.
(ii) Prove that FY/U is infinite-dimensional.

Solution. For any prime p, define x, = (xp1,Tp2,...) as follows:

0 otherwise

{1 ifi=1 (mod p)
Tpi =

Notice that Opn ;i # [zp] =2, + U € FN /U, since has infinitely many nonzero entries. Also
for different prime numbers p,q, x, —xq ¢ U since xpq(kp + 1) — xq4(kp +1) = 1 for all

ke N.
Therefore the set {[x,] € FN/U : prime p € N} is an infinite subset of F /U since there are
infinitely many primes. Now if there exists a1, as, -+ € F such that

S ailay] = [0

(where p is the i-th prime), then we have Y, a;xy, € U. So there exists M € N such that
for i > M, the i-th entry of the sum is zero. But now if we consider the (pp; + 1)-th entry



(note that ppr > M), since (py + 1) — 1 isn’t divisible by any other p;, we have xp, p,,+1 =0
for all i # M. Thus the (pp + 1)-th entry of > .2, aixy, is just ayr which is now zero. By
the same argument a; = 0 for all i > M. So now

o) M-1
E aixp = E aixp.
=1 =1

But again for any 1 <i# j <M —1, pi(Mp1 ...pi—1Pit1-..pPym—1 + 1) is not divisible by p;
but is divisible by p;, so the (pi(Mps ...pi—1pit1-..Pym—1+ 1)+ 1)-th entry of the sum is just
a;. But since p;(Mpy ...pi—1pit1---Pm—1+1)+1 > M, we have a; = 0. To conclude, a; =0
for allv € N.

Therefore the infinite subset {[x,] € FN/U : prime p € N} of FN/U is linearly independent
which implies FY /U is infinite-dimensional.



